Abstract—This paper assesses topic coherence and human topic ranking of uncovered latent topics from scientific publications when utilizing the topic model latent Dirichlet allocation (LDA) on abstract and full-text data. The coherence of a topic, used as a proxy for topic quality, is based on the distributional hypothesis that states that words with similar meaning tend to co-occur within a similar context. Although LDA has gained much attention from machine-learning researchers, most notably with its adaptations and extensions, little is known about the effects of different types of textual data on generated topics. Our research is the first to explore these practical effects and shows that document frequency, document word length, and vocabulary size have mixed practical effects on topic coherence and human topic ranking of LDA topics. We furthermore show that large document collections are less affected by incorrect or noise terms being part of the topic-word distributions, causing topics to be more coherent and ranked higher. Differences between abstract and full-text data are more apparent within small document collections, with differences as large as 90% high-quality topics for full-text data, compared to 50% high-quality topics for abstract data.

I. INTRODUCTION

There is an ever-growing amount of scientific literature with which scientists must grapple and which threatens to overwhelm their capacity to stay up to date with new research [1]. As a consequence, increased availability of tools and algorithms is necessary to match the ever-growing scientific output [2]. These tools and algorithms could aid in exploring large document collections in alternative and structured new ways in contrast to traditional searches. This is especially important as the topics within articles, the main ideas within articles that can be shared among similar articles, cannot always be detected through traditional keyword searches [3].

Topic models are machine-learning algorithms to uncover hidden or latent thematic structures (i.e. topics) from large collections of documents [4]–[7]. The latent thematic structures automatically emerge from the statistical properties of the documents and, as such, no prior labeling or annotation is necessary. In turn, the thematic structures can be used to automatically categorize or summarize documents up to a scale that would be impossible to do manually. Topic modeling approaches have proved to be very helpful in elucidating the key ideas within a set of documents [8]–[10], and they do so with greater speed and a quantitative rigor that would otherwise be possible only through a traditional narrative review [9].

One of the most popular and highly researched topic models is latent Dirichlet allocation (LDA) [6]. LDA is a generative probabilistic topic model that overcomes the limitations of other well-known topic model algorithms such as Latent Semantic Indexing (LSI) [4] and probabilistic Latent Semantic Indexing (pLSI) [5]. LDA models documents as multinomial distributions over $K$ latent topics and each topic is modeled as a multinomial distribution over the fixed vocabulary $V$. As such, LDA captures the heterogeneity of research topics or ideas within scientific publications and can be viewed as a mixed membership model [11].

Utilizing LDA to uncover latent topics from textual data has been successfully applied in several research domains. Griffiths and Steyvers [8] performed LDA on 28,154 abstracts of the journal Proceedings of the National Academy of Sciences (PNAS) to uncover topics and to illustrate their relation to the journal’s categorization scheme. Gatti et al. [12] used LDA on 80,757 abstracts from 37 primary journals from the fields of operations research and management science (OR/MS) to gain insight into the historical and current publication trends. A similar approach was performed within the field of transportation research on 17,163 abstracts from 22 leading transportation journals [13] and within the field of conservation science on 9,834 abstracts [14]. Besides being performed on abstract data, LDA has also been applied to 12,500 full-text research articles within the field of computational linguistics [15], 2,326 articles from Neural Information Processing Systems papers (NIPS) [16], and 1,060 articles within agricultural and resource economics [17].

However, the reason for choosing abstract data over full-text data, or vice versa, when using LDA has not been argued for. Although some researchers (e.g. [12]) mention that abstract data is likely to contain a high density of words, thus making it suitable for LDA, others simply mention the dataset without
explaining the rationale for the choice. There are various reasons why this might be the case: one might simply only have access to abstract data (i.e. availability), one may want to keep the computational time to a minimum (i.e. feasibility), or one may want to reduce the pre-processing steps that are often necessary when dealing with full-text articles (i.e. simplicity). These pre-processing steps could include scraping the publishers’ repositories; converting PDF to plain-text, either direct or with the aid of optical character recognition (OCR) software; or an increased boilerplate cleaning phase. However, a more scientific rationale is required to aid in the choice of abstract or full-text data when uncovering latent topics with LDA.

This research is the first to explore the practical effects of choosing abstract or full-text data when uncovering latent topics with LDA. In particular, it shows the practical effects when revealing latent semantic structures from documents concerning scientific research publications. The differences between topics are calculated with a topic coherence measure [18]–[21] that shows, in contrast to the likelihood of hold-out data, a higher correlation with human topic ranking data, the gold standard for topic interpretability. The underlying idea of topic coherence is rooted in the distributional hypothesis of linguistics [22]—namely, words with similar meanings tend to occur in similar contexts. Additionally, we use the knowledge of a domain expert to rank topics, thus providing, along with topic coherence, a comparison of topic quality from a human perspective.

II. BACKGROUND

A. Latent Dirichlet Allocation

LDA is a generative probabilistic topic model that aims to uncover latent or hidden thematic structures from a corpus $D$. The latent thematic structure, expressed as topics and topic proportions per document, is represented by hidden variables that LDA posits onto the corpus. The generative nature of LDA describes an imaginary random process based on probabilistic sampling rules from which we assume that the documents come from. However, we only observe the words within documents and need to infer the hidden structure, that is, the topics and topic proportions per document, by applying statistical inference techniques. This process aims to answer the question: Which hidden structure or topic model is most likely to have generated these documents? In doing so, we obtain the posterior distribution that captures the hidden structure given the observed documents. The generative process is defined as follows:

1) For every topic $k = \{1, \ldots, K\}$
   a) draw a distribution over the vocabulary $V$, $\beta_k \sim \text{Dir}(\eta)$
2) For every document $d$
   a) draw a distribution over topics, $\theta_d \sim \text{Dir}(\alpha)$ (i.e. per-document topic proportion)
   b) for each word $w$ within document $d$
      i) draw a topic assignment, $z_{d,n} \sim \text{Mult}(\theta_d)$, where $z_{d,n} \in \{1, \ldots, K\}$ (i.e. per-word topic assignment)
      ii) draw a word $w_{d,n} \sim \text{Mult}(\beta_{z_{d,n}})$, where $w_{d,n} \in \{1, \ldots, V\}$

Each topic $\beta_k$ is a multinomial distribution over the vocabulary $V$ and comes from a Dirichlet distribution $\beta_k \sim \text{Dir}(\eta)$. Additionally, every document is represented as a distribution over $K$ topics and come from a Dirichlet distribution $\theta_d \sim \text{Dir}(\alpha)$. The Dirichlet parameter $\alpha$ denotes the smoothing of topics within documents, and $\eta$ denotes the smoothing of words within topics. The joint distribution of all the hidden variables $\beta_K$ (topics), $\theta_D$ (per-document topic proportions), $z_D$ (word topic assignments), and observed variables $w_D$ (words in documents) is expressed by (1):

$$
\begin{align*}
  p(\beta_K, \theta_D, z_D, w_D | \alpha, \eta) &= \\
  &= \prod_{k=1}^{K} p(\beta_K | \eta) \prod_{d=1}^{D} p(\theta_d | \alpha) \prod_{n=1}^{N} p(z_{d,n} | \theta_d) p(w_{d,n} | z_{d,n}, \beta_{z_{d,n}}) \\
  &= \prod_{k=1}^{K} \sum_{\theta_d} \sum_{z_D} \sum_{w_D} p(\beta_K, \theta_D, z_D, w_D | \alpha, \eta)
\end{align*}
$$

(1)

Fig. 1 shows the LDA probabilistic graphical model in plate notation [23], where the unshaded nodes represent the hidden random variables, the shaded nodes the observed random variables, and the edges the conditional dependencies between them. The rectangles, called plates, represent replication. The graphical model is equivalent to the joint probability of all the hidden and observed variables expressed in (1). We have $K$ topics $\beta_K$ ($K$-plate) as distributions over words depending on the Dirichlet parameter $\eta$, i.e. $\prod_{k=1}^{K} p(\beta_K | \eta)$. For all $D$ documents ($D$-plate) we have a per-document topic proportion $\theta_d$ depending on the Dirichlet parameter $\alpha$, i.e. $\prod_{d=1}^{D} p(\theta_d | \alpha)$. Finally, for all $N$ words ($N$-plate) of a document $d \in D$, we find that the per-word topic assignment $z_{d,n}$ depends on the previously drawn per-document topic proportion $\theta_d$, and the drawn word $w_{d,n}$ depends on the per-word topic assignment $z_{d,n}$ and all the topics $\beta_{d,k}$, i.e. $\prod_{n=1}^{N} p(z_{d,n} | \theta_d) p(w_{d,n} | z_{d,n}, \beta_{z_{d,n}})$ [we retrieve the probability of $w_{d,n}$ (row) from $z_{d,n}$ (column) within the $K \times V$ topic matrix].

The per-word topic assignment, the per-document topic distribution, and the topics are the latent variables and are not observed. We would have to condition on the only observed variable, the words within the documents, to infer the hidden structure with statistical inference. This can be viewed as a reversal of the generative process. The conditional probability, also known as the posterior, is expressed by (2):

$$
\begin{align*}
  p(\beta_K, \theta_D, z_D | w_D) &= \frac{p(\beta_K, \theta_D, z_D, w_D)}{p(w_D)} \\
  &= \frac{1}{p(w_D)} \sum_{\beta_K} \sum_{\theta_D} \sum_{z_D} p(\beta_K, \theta_D, z_D, w_D)
\end{align*}
$$

(2)

Unfortunately, computation of the posterior is intractable due to the denominator [6]. The marginal probability $p(w_D)$
is the sum of the joint distribution over all instantiations of the hidden structure and is exponentially large [24]. Although the posterior cannot be computed exactly, a close enough approximation to the true posterior can be achieved with statistical posterior inference. Mainly two types of inference techniques can be discerned: sampling-based algorithms (e.g. [25],[26]) and variational-based algorithms (e.g. [27]–[29]). It is important to note that both variational and sampling-based algorithms provide similarly accurate results [30].

B. Topic Coherence Measurement

After approximating LDA’s posterior distribution, the K topics are represented as multinomial distributions over V. Each topic distribution contains every word but assigns a different probability to each of the words. The words within topics with high probability are words that tend to co-occur more frequently. These high-probability words, usually the top 10 or top 15, are used to interpret and semantically label the topics. However, LDA outputs as many topics as are defined by K: a low K results in too few or very broad topics, whereas a high K results in uninterpretable topics or topics that ideally should have been merged. Choosing the right value of K is thus an important task in topic modeling algorithms, including LDA.

Measures such as the predictive likelihood of held-out data [31] have been proposed to evaluate the quality of generated topics. However, such a measure correlates negatively with human interpretability [32], making topics with high predictive likelihood less coherent from a human perspective. This is especially important when generated topics are used for browsing document collections by users or understanding the trends and development within a particular research field. As a result, researchers have proposed topic coherence measures, which are a qualitative approach to automatically uncover the coherence of a topic [18],[33], and the underlying idea is rooted in the distributional hypothesis of linguistics [22]; words with similar meanings tend to occur in similar contexts. The topics are considered to be coherent if all or most of the words, for example, the topic’s top N words, are related. The computational challenge is to obtain a measure that correlates highly with human topic ranking data, such as topic ranking data obtained by word and topic intrusion tests [32]. Human topic ranking data are often considered to be the gold standard, and consequently a measure that correlates well is a good indicator of topic interpretability. A recent study by Röder et al. [19] systematically and empirically explored the multitude of topic coherence measures and their correlation with available human topic ranking data. Additionally, new coherence measures obtained by combining existing elementary elements were explored as well. Their systematic approach revealed a new unexplored coherence measure, which they labeled C_V, to achieve the highest correlation with all available human topic ranking data. As a result, this study adopts the C_V coherence measure for topic coherence calculations. C_V is based on four parts: (i) segmentation of the data into word pairs, (ii) calculation of word or word pair probabilities, (iii) calculation of a confirmation measure that quantifies how strongly a word set supports another word set, and finally (iv) aggregation of individual confirmation measures into an overall coherence score.

(i) Data segmentation pairs each of the topic’s top-N words with every other top-N word. Let W be the set of a topic’s top-N most probable words $W = \{W_1, ..., W_N\}$. $S$, a segmented pair of each word $W' \in W$ paired with all other words $W^* \in W$, and S the set of all pairs defined as $S = \{W', W^*| W' = \{w_1\}, w_i \in W; W^* = W\}$. For example, if $W = \{w_1, w_2, w_3\}$, then a pair $S_1 = (W' = w_1), (W^* = w_1, w_2, w_3)$. Such segmentation measures the extent to which the subset $W^*$ supports, or conversely undermines, the subset $W'$ [34].

(ii) Probabilities of single words $p(w_i)$ or the joint probability of two words $p(w_i, w_j)$ can be estimated by Boolean document calculation, that is, the number of documents in which $(w_i)$ or $(w_i, w_j)$ occurs, divided by the total number of documents. The Boolean document calculation, however, ignores the frequencies and distances of words. $C_V$ incorporates a Boolean sliding window calculation in which a new virtual document is created for every window of size s when sliding over the document at a rate of one word token per step. For example, document $d_1$ with words w results in virtual documents $d'_1 = \{w_1, ..., w_s\}$ and $d'_2 = \{w_2, ..., w_{s+1}\}$, and so on. The probabilities $p(w_i)$ and $p(w_i, w_j)$ are subsequently calculated from the total number of virtual documents. In contrast to Boolean document calculation, the Boolean sliding window calculation tries to capture the word token proximity to some degree.

(iii) For every $S_i = (W', W^*)$, we calculate a confirmation measure $\phi$ that calculates how strongly $W^*$ supports $W'$ and is based on the similarity of $W'$ and $W^*$ in relation to all the words in W. To calculate this similarity, $W'$ and $W^*$ are represented as context vectors [18] as a means to capture the semantic support of all the words in W. These vectors $\vec{v}(W')$ and $\vec{v}(W^*)$ are created by pairing them to all words in W, as exemplified in (3). The agreement between individual words $w_i$ and $w_j$ is calculated via normalized pointwise mutual information (PMI), as shown in (4). NPMI, in contrast to pointwise mutual information (PMI), shows a higher correlation with human topic ranking data [35].
Additionally, $\varepsilon$ is used to account for the logarithm of zero and $\gamma$ to place more weight on higher NPMI values. The confirmation measure $\phi$ of a pair $S_i$ is obtained by calculating the cosine vector similarity of all context vectors $\vec{S}_i(\vec{u}, \vec{w})$ within $S_i$, with $\vec{v}(W') \in \vec{u}$ and $\vec{v}(W^*) \in \vec{w}$ as expressed in (5).

$$\vec{v}(W') = \sum_{w_j \in W'} \text{NPMI}(w_i, w_j)$$  

$$\text{NPMI}(w_i, w_j) = \frac{\log \frac{P(w_i, w_j) + \varepsilon}{P(w_i)P(w_j)} - \log (P(w_i) + \varepsilon)}{\gamma}$$

$$\phi_{S_i}(\vec{u}, \vec{w}) = \frac{\sum_{i=1}^{n} w_i \cdot w_i}{\|\vec{u}\|_2 \cdot \|\vec{w}\|_2}$$

(iv) The final coherence score is the arithmetic mean of all confirmation measures $\phi$.

III. METHODOLOGY

A. The Experiment

This paper explores the effects of uncovered latent topics and their topic coherence score, a proxy for topic quality when applying LDA on abstract and full-text data. Besides topic coherence, we explore the effects of human topic ranking—often considered the gold standard for topic interpretability—on topics uncovered from abstract and full-text data. In doing so, we explore the practical effects that types of documents, more specifically, word length, vocabulary size, and document frequency have on the coherence and interpretability of LDA topics.

B. Dataset

Two datasets were created that contain abstract and full-text data: $DS_1$ contains 4,417 research articles (1996 to 2016) from the journal Canadian Journal of Fisheries and Aquatic Sciences, and $DS_2$ contains 15,004 research articles (2000 to 2016) from 12 top-tier fisheries journals: Canadian Journal of Fisheries and Aquatic Sciences, Fish and Fisheries, Fisheries, Fisheries Management and Ecology, Fisheries Oceanography, Fisheries Research, Fishery Bulletin, Marine and Coastal Fisheries, North American Journal of Fisheries Management, Reviews in Fish Biology and Fisheries, Reviews in Fisheries Science, and Transactions of the American Fisheries Society. Note that $DS_1 \subset DS_2$ for $Y = 2000$ to 2016. Regular expressions were used to extract abstracts from full-text articles, as the downloaded articles appeared in full-text.

The $DS_1$ dataset relates to studies where a single scientific journal was analyzed from a domain-specific journal (e.g. [16]), and $DS_2$ to studies where LDA was used to uncover topics from a multitude of related domain-specific journals (e.g. [12], [13], [15]). The two datasets allow for comparison of not only abstract and full-text data but also on corpus size (i.e. the number of scientific publications). An overview of $DS_1$ and $DS_2$ is given in Table I, and histograms of token and vocabulary (i.e. distinct words) frequencies are displayed in Fig. 2.

The choice of these journals was based on two factors: (i) they are domain-specific journals but employ a broad scope of research topics from the field of fisheries, and (ii) a fisheries domain expert was available to manually label and rank the topics as an alternative means of assessing the quality of topics. Furthermore, a domain-specific journal might increase the generalizability to other domain-specific journals (e.g. journals in the domain of social psychology or resource economics) compared to a more general or broadly oriented journal such as Nature, Science, or PLOS ONE. The domain of fisheries includes a multitude of knowledge production approaches, from mono- to transdisciplinary. Biologists, oceanographers, mathematicians, computer scientists, anthropologists, sociologists, political scientists, economists, and researchers from
many other more disciplines contribute to the body of knowledge of fisheries, together with non-academic participants such as decision makers and stakeholders. Within the domain of fisheries, research into text analytics techniques has only been applied in a number of cases (e.g. [36], [37]).

All research articles were downloaded from the journals’ repository and converted from PDF to plain text. Full-text data and abstract data were tokenized, and single-character words, numbers, and punctuation marks were removed. Furthermore, we removed all single-occurrence words, words that occurred in more than 90% of the documents, and words that belonged to a standard English stop word list (\(n = 153\)). Apart from grouping lowercase and uppercase words, no normalization method such as stemming or lemmatization was applied to reduce inflectional and derivational forms of words to a common base form; stemming algorithms can be overly aggressive and could result in unrecognizable words that reduce the interpretability when labeling the topics. Stemming might also lead to another problem, namely that it cannot be deduced whether a stemmed word comes from a verb or a noun [38].

C. Creating LDA Models

For both datasets, and for both abstract and full-text data, we created 40 different LDA models by varying the \(K\) parameter (i.e. the number of topics) from 1 to 40 and repeating this process three times (4 \(\times\) 120 LDA models in total). The Dirichlet parameters are set to be symmetrical for the smoothing of words within topics \(\eta = \frac{1}{\alpha}\) and topics within documents \(\alpha = \frac{1}{K}\). By keeping \(\alpha < 1\), the modes of the Dirichlet distribution are close to the corners, thus favoring just a few topics for every document and leaving the larger part of topic proportions very close to zero. The LDA models are created using the Python library Gensim [39]. Gensim uses variational inference called online LDA [40] to approximate the posterior. The convergence iteration parameter for the expectation step (i.e. E-step) is set to 100; the part where per-document parameters are fit for the variational distributions [see Algorithm 2 in [40]].

D. Topic Coherence

For every LDA model created (480 in total), we calculated the \(C_V\) coherence score as explained in Section II-B. Segmentation of top pairs is obtained by pairing every word from the top 15 words with every other word from the top 15 words. In some cases, coherence calculations are based on the top 10 most probable words. However, as no stemming or lemmatization was applied, several words with the same base form were among the top 10 words (e.g. sample, sampling), so analyzing the top 10 words would effectively mean analyzing less than 10 distinct words. To avoid logarithms of zero when calculating coherence scores, \(\varepsilon\) is set to a very small number, \(10^{-12}\), as proposed by Stevens et al. [20]. We furthermore set \(\gamma = 1\) to place equal weights on all NPMI values as researched by Röder et al. [19] and have shown the highest correlation with all topic ranking data, in contrast to Aletras and Stevenson [18], where \(\gamma = 2\) shows better results.

To capture word proximity when calculating word or word pair probabilities, the Boolean sliding window for Boolean document calculation is set to \(s = 110\) [19].

The LDA model with the optimal coherence score, obtained with an elbow method (the point with maximum absolute second derivative), was additionally analyzed by a fisheries domain expert. The domain expert is affiliated with the leading competence institution for fishery and aquaculture in Norway. The analysis consisted of an inspection of the top 15 most probable words for each topic, together with an inspection of the document titles and content. Additionally, the domain expert rated the topics (high, medium, low) by assessing the coherence of the top 15 words and the presence of incorrect terms (i.e. words) within each topic. High-quality topics contain no incorrect terms, medium-quality topics contain one or two, and low-quality topics contain three or more. An incorrect term is defined as a word that has no semantic relationship with the topic’s top 15 words. The domain expert attached a label to each topic that best captured the semantics of the top 15 words.

IV. RESULTS

Fig. 3 shows the obtained \(C_V\) coherence scores for all 480 LDA models created, with Fig. 3a and Fig. 3b displaying the results for the \(DS_1\) and \(DS_2\) datasets, respectively. The lines represent the mean coherence scores from 3 runs where the number of topics was varied from 1 to 40. A visual inspection of Fig. 3a shows that LDA models created with full-text data from the \(DS_1\) dataset achieve higher mean coherence scores among all values of \(K\), a result that is not visible for \(DS_2\) (Fig. 3b).

Table II displays the actual coherence score values for uncovered topics from abstract and full-text data for both datasets. It shows the mean \(C_V\) coherence score (\(\bar{X}\)), the standard deviation (\(s\)), and the difference between mean values (\(X_2 - X_1\)) calculated from all three runs for \(K = \{2, ..., 40\}\). Positive differences between mean values indicate a higher achieved coherence score for full-text data. We furthermore calculate the significance (\(p < 0.05\), \(p < 0.01\), and \(p < 0.001\)) between \(X_1\) and \(X_2\) with an independent two-sample t-test as Levene’s test for homoscedasticity assumes equal variances for all \(K\) values.

A. \(DS_1\) Dataset

Although every \(X_2\) (full-text) outperforms \(X_1\) (abstract), not all differences are statistically significant. For \(k = 3\) and \(k = 6\), the differences between coherence scores are not significant but are still very close to the 5% significance threshold. The largest difference between mean values is achieved at \(k = 2\) (two-topic LDA model), although it is only significant at \(p < 0.05\). Looking at all \(K\) values, three runs achieve \(p < 0.05\) significance, 18 achieve \(p < 0.01\) significance, and 16 achieve \(p < 0.001\) significance. The choice of full-text data results in overall topics with higher coherence for all \(K\) values, and these differences are significant for all but two LDA models. The abstract data achieved the optimal coherence score (via
elbow method) at $k = 14$, and the full-text data achieved this at $k = 13$.

### B. $DS_2$ Dataset

The $DS_2$ dataset with 15,004 research articles from 12 top-tier fisheries journals show that only 5 LDA models are significantly different at the 5% significance threshold; $k = 2$, 3, 6, 33, and 37. Looking at the actual coherence scores, most LDA models show a slightly higher coherence score (shown in bold) for full-text data compared to abstract data. However, the large difference in coherence scores and significance levels are not similar to the $DS_1$ dataset. The LDA model with the optimal coherence score for abstract data is at $k = 17$, and for full-text data at $k = 16$.

### C. Human Topic Ranking

Table III shows the results of the human topic ranking by a fisheries domain expert. For an equal comparison, the LDA models with optimal coherence scores were ranked and compared. The LDA model from $DS_1$ abstract data ($k = 14$)
contains 50% high-quality topics, 36% medium-quality topics, and 14% low-quality topics. In contrast, the LDA model from full-text data \((k = 13)\) contains 92% high-quality, 8% medium-quality, and no low-quality topics. \(DS_2\) abstract and full-text data show similar ranking scores; almost 90% high-quality topics with just two topics ranked as medium-quality. Table IV provides an example of high- medium- and low-quality topics, the top 15 words, and the incorrect terms that caused the topics to be ranked lower for \(DS_1\). A two-dimensional inter-topic distance map for the LDA models is displayed in Fig. 4. This two-dimensional representation is obtained by computing the distance between topics \([41]\) and applying multidimensional scaling \([42]\). It displays the similarity between topics with respect to their probability distribution over words. Furthermore, it shows the topic label that best captures the semantics of the top 15 words. The color coding indicates the quality of the topics based on human interpretation (see Section III-D for ranking method). It shows that, overall, more high-quality topics are obtained from full-text data than from the abstract counterpart for \(DS_1\), and similar topic rankings are achieved for \(DS_2\).

V. DISCUSSION

The coherence of a topic is based on the topic’s top 15 words and shows how strongly pairs of these top 15 words support each other within the corpus. Such an approach, drawing on the philosophical premise that a set of statements or facts is said to be coherent if its statements or facts support each other, informs us about the understandability and interpretability of topics from a human perspective. The LDA models obtained from \(DS_1\) full-text data, compared to \(DS_1\) abstract data, show a higher coherence overall, with the test statistics showing that these differences are significant for all but two LDA models. On the other hand, such significant differences are not present within the \(DS_2\) dataset when comparing abstract and full-text data, although full-text data achieved more topics with a higher coherence score.

Additionally, topic ranking by a fisheries domain expert shows similar, or even greater, improvements in results for the \(DS_1\) full-text data; topics uncovered from full-text data contain 92% high-quality topics compared to 50% high-quality topics from abstract data. The quality of topics from a human perspective was lowered by the inclusion of incorrect terms in the top 15 words. Such terms, however, are not related to the biological, ecological, or socio-ecological meanings of those topics but can be seen as noise terms: using, used, use, within, total, two, among, and within. There is little to no specific semantic meaning behind these terms, and although they are important in written text, they are less important when uncovering latent semantic structures (i.e. topics) from documents. This issue may be potentially rectified by a part-of-speech (POS) tagger to eliminate the verbs or prepositions that crop up as noise among the topic’s top words. However, one should proceed carefully in cases where verbs are important cues for understanding the semantics of the top words. For example, Table IV shows that fishing and feeding are among the top 15 words, and in these cases, the verbs are important terms that are necessary for the understanding of the semantic context. In such cases, one might proceed with a domain-specific stop word list to prevent such terms from becoming part of the topic-word distribution. A lower ranked topic
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**Fig. 3.** Calculated \(C_V\) topic coherence score for LDA models with \(K = \{1, \ldots, 40\}\) for (a) \(DS_1\) and (b) \(DS_2\). The coherence score is the mean score for all 3 runs. Scores for \(DS_1\) with 4,417 documents show that full-text data achieves a higher topic coherence score for all \(k\)-values. In contrast, \(DS_2\) with 15,004 documents show similar coherence scores. Individual lines for each run are not shown for clarity.

<table>
<thead>
<tr>
<th></th>
<th>(DS_1)</th>
<th>(DS_2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract</td>
<td>Full-text</td>
<td>Abstract</td>
</tr>
<tr>
<td>H</td>
<td>7/14 (50.0%)</td>
<td>12/13 (92.3%)</td>
</tr>
<tr>
<td>M</td>
<td>5/14 (35.7%)</td>
<td>1/13 (7.7%)</td>
</tr>
<tr>
<td>L</td>
<td>2/14 (14.3%)</td>
<td>0/13 (0%)</td>
</tr>
</tbody>
</table>

**TABLE III**
**MANUAL TOPIC RANKING FOR \(DS_1\) AND \(DS_2\) DATASETS FOR ABSTRACT AND FULL-TEXT.** H = HIGH-QUALITY, M = MEDIUM-QUALITY, AND L = LOW-QUALITY TOPICS.
Fig. 4. Inter-topic distance map showing a two-dimensional representation (via multi-dimensional scaling) of the latent topics. The distance between the nodes represents the topic similarity with respect to the distributions of words. The surface of the nodes represents the prevalence of the topic within the corpus. Color coding is used to display the topic ranking: green = high-quality topic, orange = medium-quality topic, and red = low-quality topic.

TABLE IV
A SELECTION OF TOPICS FROM DS1 WITH THE 15 MOST PROBABLE WORDS, TOPIC LABEL, AND RANKING DATA. TEXT IN BOLD INDICATES INCORRECT TERMS.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Label</th>
<th>Top 15 words</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abstract</td>
<td>fish distribution</td>
<td>fishing, distribution, data, species, areas, catch, abundance, spatial, habitat, model, fishery, effort, fish, water, sea</td>
<td>High</td>
</tr>
<tr>
<td>Population models</td>
<td>model</td>
<td>model, data, mortality, stock, fish, population, fishing, models, recruitment, cod, estimates, using, size, rates, used</td>
<td>Medium</td>
</tr>
<tr>
<td>Population genetics</td>
<td>genetic</td>
<td>genetic, populations, population, among, lake, fish, loci, microsatellite, two, structure, diversity, within, samples, species, river</td>
<td>Low</td>
</tr>
<tr>
<td>Full-text</td>
<td>Salmon population dynamics</td>
<td>salmon, trout, prey, growth, atlantic, temperature, water, rate, juvenile, salmo, feeding, wild, density, food, populations</td>
<td>High</td>
</tr>
<tr>
<td>Population genetics</td>
<td>genetic</td>
<td>genetic, populations, population, river, samples, loci, salmon, among, dna, atlantic, sample, sea, microsatellite, structure, alleles</td>
<td>Medium</td>
</tr>
</tbody>
</table>
caused by noise terms is not as apparent for full-text data, nor does it seem to hold for abstract data from the DS2 dataset. Such noise terms seem less of an issue when document frequency, word length, or vocabulary size increases.

Also worth noting is an increased level of detailed topics within DS1 full-text data (Fig. 4b) compared to DS1 abstract data (Fig. 4a). For example, the topics salmon population dynamics and salmon reproduction were uncovered from full-text data, whereas the single topic salmon was uncovered from abstract data. Similarly, the topics dealing with lakes are split into three topics (lake nutrients and algae, lake sediments, and lake ecology) from full-text data, compared to two (lake tropic level interaction and lake nutrients and algae) from the abstract data. Lastly, the topics dealing with models were split into three (estimation models, stock assessment models, and reproduction models) from full-text data in contrast to an overarching population model topic from abstract data. Such a clear difference between low and high granularity topics is not present within the DS2 dataset. Although the differences in word length and vocabulary size exists, similarly to DS1, it seems that a higher number of documents makes up for these differences in granularity. A comparison between other LDA models (not presented) shows similar granularity between abstract and full-text for DS2. Although the article’s abstract aims to provide a complete but succinct description of the whole paper, it is often restricted by a limitation on the number of words. Such word limitation, with a relatively small number of documents, has practical effects on the level of detail (i.e. granularity) of uncovered LDA topics.

Besides topic coherence, topic ranking, and the level of detail, Fig. 4 shows a number of uncovered topics that are present in abstract data but absent in full-text data. Within DS1, for example, the topics temperature effects, cod genetics, management, and fish abundance were not found within full-text data, and neither were related topics showing semantic resemblance to these absent topics. Although we identified similar and detailed topics, there remains an inconsistency between some uncovered topics from both datasets. Knowing that abstracts were retrieved from full-text articles and are thus, in essence, a subset of the full-text data, one might question why these differences exist. One reason might be that manual topic labeling is limited to the subjectivity inherent in human interpretation and an analysis of the topics by others could yield opposite results, explaining away any differences between the two datasets. On the other hand, topic labeling is usually performed by inspection of the topic words with the highest probabilities (top 10 or 15). Such an approach might up-weight terms that have high probability under all topics. Other approaches to identify the terms that best describe a topic exist (e.g. [7], [43]) and could yield different results. Finally, abstract data, being restricted by the limited number of words, fail to adequately convey the heterogeneity of research ideas or topics that are part of a document. Uncovered latent topics might thus not completely resemble the document collection and, as a result, provide a limited or even incorrect view of the underlying thematic structure.

VI. Conclusion

In this paper, we presented a comparison between topic coherence scores and human topic ranking when creating LDA topics from abstract and full-text data. Two datasets were compared, DS1 consisting of a single fisheries journal with 4,417 scientific research articles that span 20 years of scientific output, and DS2 consisting of 12 fisheries journals, 15,004 articles, and span 16 years of research. The two types of data, abstract and full-text, combined with two different datasets, a single journal and a set of journals, allow for comparison on a variety of characteristics, such as document length, document frequency, and vocabulary size. Topics were statistically compared by adopting the CV coherence measure that shows the highest correlation with all available human topic-ranking data. Furthermore, the LDA models with the optimal coherence scores were manually inspected and ranked by a fisheries domain expert.

Our results show that uncovering LDA models from a single journal with, relatively speaking, a low number of documents are very prone to noise terms that crop up into the topic’s top words—the words that are often used to capture the semantics of the topic—for abstract data. Such noise terms require special attention when dealing with abstract data with, e.g. an increased cleaning phase, POS filtering, or a domain-specific stop word list. Our results show that full-text data seem less affected by such words, thus increasing the coherence and manual topic ranking. On the other hand, increasing the number of document (e.g. DS2) results in fewer noise terms, thus an improvement in coherence and human topic ranking for both abstract and full-text data. Furthermore, on a small dataset (e.g. DS1) abstract topic distributions capture more broad topics, with full-text topics achieving more fine-grained results. These differences in detail are not present for bigger datasets containing a higher number of documents, regardless of the choice for abstract or full-text data.

We identified a number of topics that were uncovered from abstract data but were absent among the topics uncovered from full-text data. A detailed analysis of the reasons behind these differences would yield interesting results and would be a possible direction for future research.
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